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SUMMARY 

The requirements that have to be met in the processing of calibration data by 
tile linear regression method in quantitative gas chromatography are discussed and 
documented on four typical variants of the absolute calibration technique. 

A mean slope method has been suggested for the precise processing of the data 
in cases where the statistically dependent variable displays a constant relati.ve error. 
The effect of the systematic error on the course of the calibration line has been shown. 

INTRODUCTION 

Methods involving the work with a calibration curve are among the very popular 
procedures in quantitative analysis by gas chromatography. The most used methods 
are variants of the absolute calibration and internal standard techniquesf. The cali- 
bration curve is often constructed by merely interlacing the experimental points by 
rule of thumb; however, when more precise work is required, it is necessary to process 
the calibration data with the aid of statistics. While in the first case mentioned there 
are no special limitations, in the second case, it is necessary to consider carefully the 
character of the problem in hand and to match the procedure of obtaining the most 
plausible curve with the requirements dictated by statisticsz. 

THEORETICAL 

The plotting of a calibration line by statistically processing the experimental 
data may be characterized as the determination of the most plausible linear relation 
between a number of the values of a random variable 3’ and a nonrandom variable x. 
Then, tlie relation obtained provides for the best estimation of a value Y of the 
variable y for a given precise value S of the variable x. From the statistical viewpoint, 
the above procedure is characterized as linear regression, and the calibration line 
obtained corresponds to the regression straight line. Most of the experimental teclmi- 

,. 
ques of quantitative gas chromatography (the standard addition technique is an 
exceptioni) merely produce calibration lines that pass through the origin of the co- 
K-#Tfin<,tP cVct#aVn “I UII.UC” “J Y L..,&l. 

To follow the correct procedure in the linear regression, it is necessary to decide 
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which of the variables involved should be considered as a dependent one and to as- 
certain the character of the variance of the above variable in the calibration range. 
From the statistical point of view, the variable which is looked upon as dependent 
is that one the values of which are substantially less precise than those of the other 
variable, which is considered as independent. However, this statistical concept has 
nothing in common with the actual relationship between the variables and, further; 
more, is in no way connected with the order of obtaining the individual values, e.g. in 
the premise “given-found”. 

Hence, there are two situations which may occur in reading out the results of 
an analysis from the calibration line: 

(I) The result corres$onds to the de@mdent variable y 
In this case, the value of the result required (Y) for a given precise value X is 

read out from the calibration line with a slope I< according to the relation Y = ZCX. 
Thus, only the variance of the slope, SIC 2, has any effect on the variance of the result, 
Sys, the latter being given by Sr2 = X2Slr2. 

(2) The rem& corresponds to the independent variable x 
This case represents a situation when the value X is read out for a measured 

value Y from the calibration line corresponding to the relation X = Y/Z<, so that the 
variance of the final result of analysis is given by the relation S_..2 = (Y~SJ~~/Z<*) + 
S@/ZV. Hence it follows that the variance of the result comprises both the variance 
of the slope of calibration line and the variance of the measured value Y. 

When considering the properties of the variance of the dependent variable, it 
is important to know whether the variance is constant within the calibration limits 
and whether its values are dependent on the value corresponding to the quantity 
measured. In quantitative gas chromatographic analysis, one is concerned most 
frequently with the following situations : 

(a) The de$eutdent variable has a constant variance 
In this case,’ the calculation of the most plausible slop&of .the calibration line 

may be carried out by the least squares method. In order to use this the constancy of 
the variance of the dependent variable is a necessary condition (cl, ref. 2). The esti- 

mation of the calibration line slope is given by I< = k [(Y - P) (X - x)] /i(X - X)2 
where y and x are the arithmetic averages of the respective values measured. The 

variance of the slope is given by S$ = (2?Ys - Z&XY)/ (n - 2)2(X - X)2 where 

‘yt is the number of experimental points. The expression (iY2 - ZGX Y) / (n - 2) 
gives the variance of the dependent variable, Sy2, This variance may be determined 
independently of the construction of the calibration line (cf ref. 3)) the variance of 

the slope being given by Sss = Sys/;(X - X)2. 
With constant va.riance, the half width of the interval of confidence (i) is also 

constan.t, and the experimental points cover, with a probability of I -a, an area 
defined, by the parallels Y = ZC’X & i around the calibration line, i being given by 
. 
z = t,(v)Sy where t,(v) is the Student coefficient for the confidence level ct and the 
number of degrees of freedom corresponding to the number of measurements used 
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for calculating the independent variance SY 2. The value of K’ is the correct value 
of the slope and may be substituted by the value of K, obtained from the above men- 
tioned relation, when dealing with a large number of experimental data. 

(b) The depended variable has a nonconstant variance 
In this case, the least square method is not appropriate to the determination of 

the slope of the regression line. However, if the dependent variable displays a constant 
relative error, which very frequently occurs in quantitative gas chromatography, it 
is possible to process the experimental data precisely by the method of mean slope. 
In this method, the slope of the calibration line plays the role of a random (dependent) 
variable with a constant variance, and the best estimation of it is the arithmetic 

mean. Hence, K = (I/n$(Y/X), and the variance of the slope is given by SKY = 

E [(Y/X) - Kjz/n(n - I). 

If the relative error of the dependent variable is known, e.g., if this error has 
been obtained independently of the calibration as the coefficient of variation Iy, 
given by 1~ = IOO Sy/Y where Sy is the standard deviation of the value Y, it is 
possible to write for the variance of the slope S1~2 = (I/~z) (IY/Ioo)~K~. In this case, 
the experimental points cover, with a probability of I - a, a divergent area defined 
by the straight lines Y = K’(I & i)X where i = t,(v)ly/Ioo. The correct value of 
I<’ may again be substituted by the value of K calculated from the respective re- 
lationship. 

When evaluating calibration lines by the methods mentioned in connection with 
situations (a) and (b):, cases frequently .occur in which the statistically dependent 
variable suffers from a significant systematic error, d. Though this error may manifest 
itself in different ways, two cases are the most frequent. 

In the first case, the error manifests itself as a constant absolute error, i.e., a 
measured value Y and the correct value Y’ are related to each other by Y = Y’ + a. 
The calibration line is most often obtained by the procedure described under (a) in 
this case. When following the above procedure, the value of the slope is not modified 
by the error Cz and, therefore, the calculated slope, Kr, corresponds to the correct 
value, K’; the error d will manifest itself as an intercept on the y co-ordinate, i.e., 
the calibration line does not pass through the origin of the co-ordinate system. The 
d value may be calculated from the data necessary for constructing the calibration 
line by using the relation d = y-- K,X. 

In the second case, the error d presents itself as a constant relative error, so that 
the relation between the measured and correct values may be expressed in the form 
y.= Y’(I + a). In this case, the calibration line is most often constructed by the 
method mentioned in connection with the situation under (b). It is characteristic for 
this procedure that the error rl manifests itself by a modification of the slope of the 
calibration line; the relation between the calculated slope K, and the correct slope K’ 
is as follows : K, = Z<‘(I + a). 

. 

EXPERIMENTAL 

The validity of the above relations was confirmed by comparing the spread of 
the experimental points about the regression line with the interval of confidence 
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calculated on the basis of the independently determined variance of the statistically 
dependent variable. The procedure was based on measuring the independent variances 
of all the variables occurring in the calibration; by comparing the relative errors of 
the given variables, it was ascertained which of the variables had associated with it 
a greater error and, consequently, would be considered as statistically dependent. 
This variable was always assigned the perpendicular co-ordinate (y). 

In addition, an adequate number (40) of points was measured within the calibra- 
tion limits investigated and, allowing for the character of the variance of the dependent 
variable, a suitable method (situations (a) or (b) ) was employed to obtain the re- 
spective calibration line. By virtue of the independent variance, the respective interval 
of confidence was constructed around the calibration line and compared with the 
lay-out of the experimental points. The effect of the systematic error (d) on the 
calibration line was tested by comparing two calibration procedures in which the 
systematic error manifested itself either as the intercept on the y co-ordinate or as 
the change in the slope. 

The above procedure has been carried out with the absolute calibration tech- 
nique, in which the calibration line is obtained by plotting the peak areas or peak 
heights against the absolute amounts injected of the substance under analysis. The 
concentrations have been expressed in molarities (M), the volumes injected (ZJ) in 
~1, the peak areas (A) in cm2, and the peak heights (h) in cm. The peak area was de- 
termined as the product of the peak height and the peak width at its half height (Y). 
The experimental design covers four relevant cases, Le, four combinations of the 
possibilities that the final result is. from the statistical viewpoint, either a dependent 
(I), .or an .independent (2) variable, having either a constant (a) or a nonconstant (b) 
variance. The final results are expressed in the absolute amounts (Mv) of the test 
substance introduced. The effect of the systematic error has been tested in the case of 
the systematic error of the volume injected, which is the most frequent error in the 
method employed; the most usual source of the above error is the evaporation of part 
of the sample from the needle of the syringe used. 

The measurement was carried out on a Becker Multigraph I?, Model 410 
(Becker Delft, N.V., Delft, The Netherlands) equipped with a Servogor RE 511 re- 
corder (Goerz Electra, G.rn.b.H., Austria). I m long aluminum columns, 4 mm I.D,, 
with 4 g of 20 wt. o/0 squalane on Celite 545 30-60 mesh were used, and kept at 60”. 
The N,, H,, and air flow rates were 0.80,1.25, and IO ml/set, respectively, as measured 
at the detector jet nose (24O, 746 mm Hg). The column inlet excess pressure was 
0.2 atm. The injection port was kept at 140~. The samples were introduced by a 
Hamilton 701-N (IO ,ul) syringe (Hamilton Co., Whittier, U.S.A.). The model mixtures 
were prepared by weighing chromatographically pure chloroform, benzene, and toluene 
(Lachema, N.E., Brno, Czechoslovakia) on a Meopta A3/100 analytical balance 
(Meopta, N.E., Prague, Czechoslovakia) with a precision better than x0-2 yO of the 
value weighed. 

The principle of the method used makes it necessary to take into account the 
variables M, h, r, A, and ZJ as well as the respective variances, Shf2, St&z, Sr2, Sn2, and 
Sv2 (cf. ref. 3). The concentration (M) was determined by weighing and, therefore, 
the respective variance (.!SM~) may be neglected in comparison with the error of the 
other variables. When measuring the lengths It and r by the same gauge, the variances 
Sh2 and Sr2 are identical and will be designated by St2 from now on. The measurement 
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of lengths was carried out by a rule; the respective variance (SP) was determined by, 
measuring 15 standard lengths and amounted to 4.0 x x0-4 cm2. The variance of the 
area calculated by A = Itr is given by S.42 = (~2 + h2)Sl2 and its value has to be de- 
termined for particular values of Iz and r. The variance of measuring the volumes 
injected, SW2, was determined, for the given IO ,ul Hamilton syringe, by weighing 15 

measured volumes of tetrabromoethane, and amounted to 16 x IO-J p12. 

RESULTS AND DISCUSSIOX 

V&mat r(a) 
The above variant corresponds to the case when the dependent variable rep- 

resents the final result of analysis and displays a constant variance. In the absolute 
calibration technique, this situation occurs when the measurement of the sample 
charge suffers from the larger error and when the calibration points have been ob- 
tained by injecting different volumes of the same sample misture. In our experiments, 

5 IO 15 

peak height, cm 

Fig. I. Variant x(a). l&kin source of error - rncasuring of the sanlplc chnrgc; calibration data 
obtsinccl by injecting clif’fcrent volurncs of c?. srunple of a constant conccntrrttion of the substance 
i~nalyzecl; Ir’ = 0.3634 x ICI-~ mole cm-l. 

a o.og~og M solution of benzene in toluene was injected, the sample size ranging from 
0.20 to 1.10 ,ul. The respective peak heights varied from 3 to 15 cm. The calibration 
line determined by the least square method is in Fig. I. The dashed lines depict the 
interval of confidence calculated from the independent variance by SnfV2 = kWV2. 
Hence, for the half width of the interval of confidence, i, i = to.os(x4)ilfS,, and the 
numerical value is 0.44 x IO-” mole for to.oo(~4) = 2.14; the respective interval of 
confidence is within the parallels Adv = Kit & 0.44 x IO-*. 

: , 
Vwiautt r(b) 

This variant is partly analogous to the preceding one. The dependent variable 
again expresses the final result qf the analysis, but the variance of the former is not 
constant. In this case, the relative error, i.e., the coefficient of variation of the de- 

” . 
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pendent variable, is constant. In the absolute calibration technique, this variant 
again represents a case when it is the measurement of the volume injected that suffers 
from the larger error, but the calibration line is constructed from points obtained by 
injecting equal volumes of sample solutions of different concentrations. In the respec- 
tive experiments, 1.1 ,A charges of different solutions of benzene in toluene were 

charge, mafen IO’ 
Fig. 2. Variant 1(b). Main source of error - measuring of the sample charge: calibration data 
obtained by injecting equal volumes of samples of clifferent concentrations of the substance 
analyzed ; K = 0,365~ x 10-a mole cm-l. 

I I 
2.0 4.0 

charge. molex107 

Fig’. 3. Variant z(a). Main source of error - measurement of the chromatogram; peak height is 
the quantitative parameter: K = 0.4975 x 107 cm mole-l. 
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injected, the benzene peak heights varying from 3 to 15 cm. The calibration line 
obtained by the mean slope method is given in Fig. 2. The interval of confidence, 
given by the lines MZJ = K(r & i)lz where i = t0,&14)l ~~ IOO / and 1~~ stands for 
the coefficient of variation of the amount injected, is designated by the dashed lines. 
The numerical value of .I,vxV, calculated from the independent variance SV2 and for 
the volume injected, is 3.6 %. The lines defining the interval of confidence are given 
by Mv = K(I & 0.076)h. 

Variaut 2(a) 

This variant represents a case when the final result of analysis, Mv, is the in- 
dependent variable, and the dependent one has a constant variance. The corresponding 
variant of the absolute calibration technique is that in which the measurement of the 
chromatogram is associated with the larger error and has a constant variance. In our 
case, IO ~1 charges of solutions of chloroform in toluene were injected, the corre- 
sponding peak heights varying from 0.2 to z cm. The respective calibration line, 
obtained by the least squares method, is shown in Fig. 3. The interval of confidence 
is given by the parallels It = KMv -I-= i where i = to.u6(q.)Sz; substitution of the 
numerical values gives 12 = KMv & 0.043. 

Variant 2(b) 

In this case, the result of the analysis is the independent variable. The dependent 
variable has a nonconstant variance, but displays a constant relative error within the 
entire calibration range. In the absolute calibration technique, this variant corresponds 
to a case when the peak area is determined as the product 12~ and the measurement of 
the peak width suffers from the largest error (~2 < 122). Then, the variance of the de- 
pendent variable, S /12, may be expressed by SA‘J = iP.SP, and the coefficients of vari- 
ation of the variables A and r are constant and equal to each other. IO ,A sample 

peak heighl, cm 

Fig. 4. Variant 2(b). l&lain source of error - measurement of the chromatogram; the procluct of 
the peak height and the peak width at the half height is the quantitative parameter; I\’ = 1.q50 x 

10' cm2 mole-l. 
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charges of different benzene-in-toluene solutions were injected. The benzene peak 
widths amounted to about 0.5 cm and the peak heights varied from 1.5 to 16 cm. 
The respective calibration line is shown,in Fig. 4. The interval of confidence is given 
by the lines A = KWZV(I f: i) where i = t,,.0S(~4)I~/~~~. The value of I,., expressed 
by means of St2 for Y = 0.5 cm, is 4 %, so that the equations to the lines indicating 
the interval of confidence are given by A = KMu(I & 0.086). 

5 

peak area, cm* 

Fig. 5. Effect of the systematic error on the calibration line. Line I : injection of different volumes 
of a sample of constant concentration, ICI = 1.990 ‘x 10-o mole cm-*, the intercept corresponds 
to 0.196 ,ul; line z : injection of equal volumes of samples of different concentrations, I<, = 2.399 x 
10-Q mole cm-a. 

Effect of the systematic ewor of sam$le introdacction 

To demonstrate the above effect, two procedures were employed for constructing 
the calibration line. In the first case, a o.rIxg M solution of isooctane in toluene was 
injected, the sample charges varying from 0.10 to 1.0 pl. The statistically dependent 
variable was the quantity Mv, the independent variable was the isooctane peak height, 
and the calculation was carried out by the procedure mentioned in connection with 
variant I(a). In this case, the error d manifests itself as a constant systematic ab- 
solute error of the magnitude Md. The respective calibration line (No. I) is shown in 
Fig. 5. The slope of the line is ZCl = I.990 x IO-O mole cm-2 and the intercept on the 
x co-ordinate corresponds to 2.20 x IO-~ mole. With the given sample solution, the 
systematic error incidental to the above intercept amounts to 0.196 ,ul. 

In the second case, solutions of isooctane of different concentrations in toluene 
were injected, the sample volumes being 1.0 pl. In this case, the error d exerts itself 
as a constant systematic relative error. The calibration line, constructed according 
to the above I(b) variant, is designated by numeral 2 in Fig. 5. The line passes 
through the origin of the co-ordinate system and its slope is I<, = 2.399 x IO-~ mole 
cm-z. The value of the slope K, may be calculated using the error d and the correct 2 
value of I<, (equal to I<‘) known from the preceding case; the value calculated (K, =, ” 
2.380 x 10-o mole cm-z) is in good agreement with the actual value (the difference 
is about 0.8%). 
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In processing calibration data by linear regression, it is necessary to proceed 
with regard to which of the variables involved is associated with the larger error; 
this variable has to be regarded, from the statistical viewpoint, as the dependent one. 
Linear regression may be carried out by the method of least squares only in the cases 
where the dependent variable displays a constant variance within the calibration 
limits. If the dependent variable with a nonconstant variance has a constant relative 
error, precise processing of the calibration data is possible by means of the mean slope 
method. The presence of a systematic error is manifested according to the working 
procedure used, either as a systematic constant absolute error or as a systematic 
constant relative error. In the first case, an intercept on the respective co-ordinate is 
incidental to the error whereas, in the second case, the error is responsible for a de- 
viation in the slope of the calibration line. 
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